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HANDOUT ON HOW TO RUN POWER USING G*POWER PROGRAM

G*Power is a freeware power program developed by Axel Buchner, Franz Faul, & Edgar Erdfelder at the
University of Diisseldorf. The website is:

http://www.psycho.uni-duesseldorf.de/abteilungen/aap/gpower3/

The power program implements a large number of options. In particular for correlation and regression,
they have a few routines. G*Power was based on Cohen’s 1988 book, thus if you want to fully understand
how to use G*Power to its maximum, at some point you may want to read Cohen’s book

Based on the description of how the program operates in the tutorial, you have three options for every
routine™: you can ask for 1) a Post-hoc power analysis, 2) an A priori power analysis or you can ask for 3) a
Compromise power analysis.

Post-hoc analysis is used when you want to estimate power. The program works from the assumption
that you have collected data already, and are trying to estimate the power for the data that you have.

A priori analysis is used when you want to figure out how many subjects you need to reach a specific level
of power.

Compromise power analysis is used when you understand that your power may be low, but you know

that you cannot possibly get as many subjects as you may need. In that case, you manipulate how much
you are willing to risk in terms of making a type | error or a type Il error. You are forced to produce a ratio
of beta to alpha (i.e., beta/alpha). For an explanation of how to interpret this beta/alpha ratio, check the
“Compromise power analyses” webpage: http://www.psycho.uni-

duesseldorf.de/abteilungen/aap/gpower3/user-guide-type of power analysis/compromise

POWER FOR CORRELATION

Starting with G*Power 3.2 (and higher), we can calculate power for different types of correlations:

Correlation: Tetrachoric correlation is what we

tion and regression v Comelation: Bivariate normal model

]| ot P il o have learned for correlations under dichotomous
itns , Conelaon: Tetrachonic madel 4/’ .
“ [ oo Tive ek ptson s Crimmon variables

Comelations: Two dependent Pearion rs (na common indes)
Comelations: Tw independent Pearson 15

Linear bivariste regression: One group, size of slope

Linear bivariate regression: Tewo groups, diference between intercepts
Linear besariate regression: Two groups, diference between slopes
Linear muktiple regression: Fixed model, B deviation from zero
ultiple regression: Fixed model, R’ increase

Test family sta

f ltiple regression: Fixed model,single regression coefficient
| I (T

Linear multple regressica: Random madel
Type of power analysis.

EA Pron Compute fedgy il )

Poisson regreision

! In fact, there are five options. Briefly, a criterion power analysis involves computing alpha, based on the sample size, the
effect size and the statistical power level. Mostly used as an alternative to post hoc power analysis where the control of alpha is less
important than the control of beta. A sensitivity power analysis involves determining the effect size based on the sample size,
statistical power level and the alpha level. Mostly used when evaluating research published by others. It helps you determine the
minimum effect size that the study could capture, given a specific power, and based on the sample size and the alpha specified.
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TO ESTIMATE POWER, WE NEED TO:

e Switch to Post hoc mode

e Test family: Exact

e  Figure out if you want to calculate power based on either one- or two-tails

e Alpha

e Number of cases

e Correlation pH1 (the correlation coefficient you computed) and pHO (the correlation coefficient for
the population under the null hypothesis). Most times, we’ll set the correlation under the null

hypothesis as zero, but G*Power will give you the option to change it if you know the population
value.

Flle Edit View Tests Calculator Help

Central and noncentral distributions | protacal of power analyses

Test family Statistical test

[exact =|  [correiation: enariate norma modei -
Type of power analysis
‘m“ hoc: Compute achieved power — given &, sample size, and effect size -
Input Parameters. Output Parameters
Tail(s) | One 'Jl Lower critical r 7
[Determine => | corretation o H1 3 Upper critical r ?
w err prob 0.05 Power (1-§ err prob) ?
Total sample size
Correlation p HO o
[ options | [ x-vpiotforarangeofvaies | [ caicuiare |

e There is an option where you can provide R’ (Coefficient of determination p2 in G*Power lingo), and
you can ask G*Power to “calculate r” for you (under “Determine”)
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File Edit View Tests Calculator Help

Central and noncentral distributions | Protocol of power analyses
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[Mt hoc: Compute achieved power - given o, sample size, and effect size

Test family Statistical test
[Exact =] [correiation; Bivariate normal model -
Type of power analysis

‘Output Parameters
Lower critical r

Input Parameters.

Tail(s) | One -
Correation p 1 H

Upper critical ¢

You can Provide

2 .
R%, as an estimate

o err prob 0.05 Power (1-B err prob)
Total sample size
Correlation p HO 0
Calculate and transfer to main window |
[ Options. ] [ X-¥ plot for a range of values ] Calculate

YOU GET:

e  Power (1-B err probability)
e Upper and lower critical r (you can reject the null hypothesis if the correlation coefficient is larger

than the lower/upper critical value)

Tests  Calculator

File Edit View Help
Central and noncentral distributions | Protocol of power analyses '
eritical r =0.23529

T
=0.2

T
=0.4 =0.3

Test family Statistical test

0.5

Exact -l lcarr!lamm: Bivariate normal model

Type of power analysis
[I’M! hoc: Compute achieved power - given &, sampile size, and effect size

Output Parameters
Lower critical r

Input Parameters

Correltion o HY -

Upper critical r

0.2352899
0.2352899

oerr prob 0.05 Power (1-B err prob) 0.6922749
Total sample size 50
Correlation p HO 0
[ optiens | X-Y plotforarange of values | | Catculate |

Estimated Power
based on the input
parameters you

provided

Notice that in the above example, the upper and lower critical r’s are the same. That is because | asked for
a one-tail test. If you ask for a two-tail test, you get something like this:
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File Edit View Tesft Calculstor Help
Central and noncenggligiistributions | protocol of power analyses |

criticalr =0.278711

-0.4 -0.3 -0.2 0.1 o 0.1 0.2 0.3 04
Test family Statistical test
{Emm 'l Icwreluuun. EBivariate normal model =

Type of power analysis

Notice that we have two

Post hoc: Compute achieved power - given o, sample size, and effect size -

Input Parameters Output Parameters iti ’s:
g S e e critical r's: One for a
Determine => | Carrelation p H1 3 Upper critical r 0.2787106 negatlve Correlatlon, and
o err prob 0.05 Power (1-B err prob) 05721868 .y
G 0 one fora positive
Correlation p HO 0

correlation

[ Options ] X-Y plot for a range of values ] Calculate

There is an option to copy the graph (Edit = copy distribution plot). Once you copy the graph, you can
paste it. The chart looks like this:

critical r = 0.278711
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TO ESTIMATE SAMPLE SIZE OF A CORRELATION COEFFICIENT ESTIMATE:

e Switch to A priori mode

e  Select test family: EXACT

e  Figure out if you want to calculate power based on either one- or two-tails

e  Correlation under the alternative (pH1) and under the null (pHO) hypothesis

e Notice that for alternative, we can use Cohen’s estimates (i.e., we can use small (r = 0.1), medium (r =
0.3) or large (r = 0.5)). There is an option where you can provide R?, (Coefficient of determination p’
in G*Power lingo) and you can ask G*Power to “calculate r” for you (under “Determine”)

e Alpha

e Power
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File Edit View Tests Calculator Help

Central and noncentral distributions [ Protocol of power analyses

Test family Statistical test

Exact =] [correation: Brvariate normal mode

Type of power analysis

[Apnwi. Compute required sample size - given o, power, and effect size

Output Parameters.

S e — Faommnn
Determine => | Correlation p H1 0.1 Upper critical r

Input Parameters.

o err prob 0.05 Total sample size ?

Power (1-B err prob) 0.8 Actual power ?
Correlation p HO o

[ Options. ] [ X-Y¥ plot for a range of values ] l Calculate
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YOU GET:

e Lower and upper critical r
e Total sample size

File Edit View Tests Calculator Help

Central and noncentral distributions [p(m,. of power analyses
critical r = 0.0701141
o~
0 ey T = T T
=0.1 =0.05 o 0.05 0.1 0.15
Test family Statistical test
[Exm -] [colreminn: Bivariate normal madel -|
Type of power analysis
A priori: Compute required sample size - given o, power, and effect size -
Input Parameters. ‘Output Parameters.
T Cowercrticatr 00701141
Determine =3 | Correlation p H1 1 Upper critical r 0.0701141
o err prob 0.05 Total sample size 782
Power (1-B err prob) 08 Actual power 0.8001843
Correlation p HO o
[ options | [ x-Yplotforarangeofvaives | [ Calculate |

This is the sample size
estimate you will need,
given the input
parameters you
provided

POWER FOR TWO INDEPENDENT CORRELATIONS

You can compute both power and sample size for two independent correlations.
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TO ESTIMATE POWER, WE NEED TO:

e  Tests (main menu) =» Correlation = independent Pearson r’s

e  Switch to Post hoc mode

e  Figure out if you want to calculate power based on either one- or two-tails
e Effect size q (the correlation coefficient you computed/found)

e Alpha

e  Sample size group for groups 1 and 2

File Edit View Tests Calculator Help

Central and noncentral distributions | Protocol of power analyses |

Test family Statistical test

[zwm 'I I_Culullnuns Two independent Pearson r's ':

Type of power analysis

Input Parameters _ Output Parameters

Tall(s) |One 'J Critical z 3
lDewmme - Effect size g 03 Power (1- err prob) £
o err prob 0.05
Sample size group | 50
Sample size group 2 50
e Critical z
e Power

GPOWER PROGRAM2.DOCX 11/6/2012



Eile Edit View Tests Calculator Help

‘Central and noncentral distributions | Protocol of power analyses |

critical z = 1.64485

Test family

Statistical test

{:usu -

Correlations: Two independent Pearson r's

Type of pawer analysis

{mst noe: Compute achieved power - given &, sample size, and effect size

Input

Tailis) [One -

Output Parameters
Critical z

Effect size q 03 Power (1-F err prob)
ocerr prob 0.05
Sample size group 1 50
Sample size group 2 50

1.6448536
04244392

[ X-Y plot for a range of values ]
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This is the power

estimate you get given
the input parameters
you provided

TO ESTIMATE SAMPLE SIZE OF TWO INDEPENDENT CORRELATION COEFFICIENTS:

e Tests (main menu) =» Correlation = independent Pearson r’s

e Switch to A priori mode

e  Figure out if you want to calculate power based on either one- or two-tails
e Effect size q (correlation coefficient you expect to get)

e Alpha

e Power

[ )

Tests Calculator  Help

Central and noncentral distributions | Pratacol of power analyses

Test family Statistical test

[ziests  ~| [correiations: Twa independent pearson r's

Type of power analysis

{A priori: Compute required sampile size - given &, power, and effect size

Input Parameters

Tail(s) | One >,
—— =

oerr prob 0.05
Power (1- err prob) 0.8
Allocation ratio N2/N1 1

Output Parameters

Critical z T

Sample size group 1 ?
Sample size group 2 7
Total sample size s
Actual power ?

Allocation ratio N2/N1 (the sample sizes for your two groups), submitted as a ratio (i.e., N2/N1)
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YOU GET:

e  Critical z

e Sample size groups 1 and 2
e Total sample size (N1 + N2)
e  Actual Power

File Edit View Tests Calculator Help

Central and noncentral distributions | Protocol of power analyses

critical z = 1.64485
-

Test family Statistical test
{zkm 'I ICwullliuns;Thulmependm Pearson r's 'i

Type of power analysis

These are the sample
[A priori: Compute required sample size - given o, power, and effect size - )

sizes (group 1 and

Input Parameters Ourput Parameters

Tail{s) Critical 1.6448536 group 2) you will need,
Effect sizeq 03 Sample size group 1 B0 given the input
o err prob 0.05 Sample size group 2 181 —] parameters you
Power (1-§ err prob) 08 Total sample size 282
Allocation ratio N2 /N1 1 Actual pawer 0.8015397 provided
| %-Ypiot for a range of values 1 I Calculate I

POWER FOR TWO DEPENDENT CORRELATIONS

You can compute both power and sample size for two dependent correlations. You can compute for
correlations where one of the variables is the same or for when the variables are different. Requires that
you create a correlation matrix, and organize it according to some specific rules that the authors present
in

http://www.psycho.uni-duesseldorf.de/abteilungen/aap/gpower3/user-guide-by-
distribution/z/correlations two dependent pearson rs

POWER FOR REGRESSION

Just like in the case of correlation, there are multiple options. We'll just cover some of them in this
handout.

SIMPLE REGRESSION

POWER FOR SIMPLE REGRESSION, SIZE OF THE SLOPE

e Tests (main menu) =» Correlation =» linear bivariate regression one group, size of slope
e  Switch to Post-hoc mode
e  Figure out if you want to calculate power based on either one- or two-tails
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e Slope under the alternative hypothesis (the slope you computed from your data or guesstimated)
e Alpha

e Total sample size

e Slope under the null hypothesis

e Standard deviation of x and of y (computed from your data), or guesstimated

Fle Edt View Tests Calculator Help

Central and noncentral distributions | Protacol of pawer analyses|

Test family Statistical test

[l tesis Z Linear bivariate regression. One group, size of slope =

Type of power analysis

[Pust hoc; Compute achieved power - given o, sample size, and effect size ';
Input Parameters Output Parameters
Tailis) [One Noncentrality parameter & ?
Determine => Slope H1 0.4854938 Critical t &
aerr prob 0.05 ot 7
Total sample size 12 Power (1B err prob) ?
Slope HO o
Std dev o_x 7.5
Swdevoly 53311912
YOU GET:
. 2
e Non-centrality parameter lambda“ (A)
e Critical t
e Degrees of freedom
e Power

%1t is customary to use lambda () to describe the noncentrality parameter. However, the authors use delta (5). We'll stick

with the convention of using lambda
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File Edit View Tests Calculator Help
Central and noncentral distributions | Protocol of power analyses |

critical t =1.51246
0.3
0.2

0.1

0

Test family Statistical test

{l rests ~) Linear bivariate regression: One group, size of siope 'J
Type of power analysis
‘ Post hoc: Compute achieved power - given &, sample size, and effect size ‘]
Input Parameters Output Parameters Th IS lS the power
Noncentrality parameter § 32392138 estimate you get given
Slope H1 0.4854938 Critical t 1.8124611 he |nput parameters
oerr prob 0.05 ot 10 t
Total sample size 12 Power (1B err prob) 09137888 you prOVidEd
Slope HO ]
Std dev a_x 75
Std dev oLy 53311912

[ X-Y plot for a range of values ]

SAMPLE SIZE FOR SIMPLE REGRESSION, SIZE OF THE SLOPE

e Tests (main menu) =» Correlation =» linear bivariate regression one group, size of slope

e Switch to A priori mode

e  Figure out if you want to calculate power based on either one- or two-tails

e Slope under the alternative hypothesis (the slope you computed from your data or guesstimated).
Note: if you only have a correlation, you can compute the slope by using the “Determine” option.

More below
e Alpha
e Power

e Slope under the null hypothesis (usually zero, but you could change this if you have information
regarding the slope under the null hypothesis).
e Standard deviation of x and of y (computed from your data, or guessed)
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File Edit View Tests Calculator Help

Central and noncentral distributions | Protocol of power analyses|

Test family Statistical test
{l tests. -I IUnur bivariate regression: One group, size of slope >
Type of power analysis
[A priori: Compute required sample size - given o, power, and effect size -
Input Parameters. Output Parameters
Tail(s) Noncentrality parameter & ry
Determine => Slope H1 0.4854938 Critical t |
o err prob 0.05 of ?
Power (1-§ err prob) 08 Total sample size L4
Slope HO 0 Actual power ?
Std dev o_x 75
Std dev o_y 53311912
X-Y plot for a range of values J i Calculate I

e As mentioned above, you can use a correlation coefficient (as a form of effect size) by using the
“Determine” option. However, note that if you use this option, you now need to provide estimates
for standard deviation of the residuals and standard deviation of x. G*Power will estimate the values
for the standard deviation of y and the slope under the alternative hypothesis.

File Edit View Tests Calculator Help

Central and noncentral distributions | Protoca of powes analyses|

Notice that you need to
provide the correlation,
standard deviation of
the residuals, and
standard deviation of x

Testfamily Statistical test

[l tests 'I | Linear bivariate regression: One group, size of siope = ‘I
Type of power analysis
| prioci: Compute required sampie size - given a, power, and effect size -
Input Parameters. Qutput Parameters
Tail(s) |Two | =] Noncemrality paramerer & ?
Determine =3 Slope HI 0.4854938 Critical t ?
Input mode | p, residual o, o_x => slope, gy ¥
aerr prod 0.05 ot 2 |
Power (1= err prob) os Total sample size ? Correlation p 683
Slope HO [} Actual power ? Std dev residual o 3.895
75
Std devox Std dev o_x 75 4
Sdevay 53311912
Std dev oy 2
[ calculate Slope H1 ?
‘ Calculate and transfer 1o main window ‘
X-¥ plotforarange of values | [ catcutare | Close

YOU GET:

e Non-centrality parameter A
e (Critical t
e Degrees of freedom

GPOWER PROGRAM2.DOCX 11/6/2012
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e Total sample size
e  Actual Power

File Edit View Tests Cakculator Help
| Central and noncentral distributions | Pratacel of power anatyses

critical t = 2.22814

Test famity Statistical test
[t tess ¥ | Linear bivariate regression: Gne group, size of slope -

This is the sample size

Type of power analysis
A priori: Compute requirea sampie size - given o, power, ana effect size -

estimate you get given

the input parameters

Input Parameters Qutput Parameters

. Taiks) h venceney g 32352138 you provided
[Determine => SlopeM] 04854938 Criticalt 22281388
& err prob 0.0s Dt 10
Power (1-B err prob) [T Total sample size 12
Slope HO o Actual pawer 08306902
Sua gev o_x 75

Std dev oy 53311912

X-¥ plot for a range of values | [ Calcutate

MULTIPLE REGRESSION

IMPORTANT NOTE FOR MULTIPLE REGRESSION ESTIMATES: you’ll notice that to compute power,
G*Power is asking for something called fzfz is estimated as follows:

f2——Rz
1-R?

If you don’t want to calculate this, or if you are using some of the effect size estimates Cohen (77) and
Cohen & Cohen (83) provide as customary (i.e., 0.1 for small effect size, 0.3 for medium and 0.5 for high),
you can always use the option “Determine”, but make sure you provide G*Power with R’ values (i.e., raise
the customary effect sizes to the square).

@ From correlation coefficient

Squared multiple correlation p? 05

2
To calculate f*, you can

From predictor correlations

use the multiple

correlation (or your
estimate) to the square

Calculate Effect size 2 7

{ Calculate and transfer to main window |

[ ciose

For example, if you are assuming a medium effect size (i.e., 0.5), then you need to enter 0.5° = 0.25 as
your R%in the “squared multiple correlation” under the “Determine” option, calculate effect size, and then
transfer the value to the program so it will accurately calculate power (see above).

GPOWER PROGRAM2.DOCX 11/6/2012
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POWER FOR THE MULTIPLE REGRESSION CASE:

e Tests (main menu) = Correlation = linear multiple regression: Fixed model, R” deviation from zero
e Switch to Post hoc mode
e Effect size (in Cohen’s terms; i.e., we can use small (r = 0.1), medium (r = 0.3) or large (r = 0.5) effect

size). NOTE, READ: IMPORTANT NOTE FOR REGRESSION ESTIMATES (above).

e Alpha

e Total sample size
e Number of predictors (i.e., number of IV’s in your model)

Eile Edt Miew Tests Calculator Help
Central and noncentral distributions | Protecol of power analyses

Test family Statistical test

Type of power analysis

F tests *| | Linear mukiple regression: Fixed model, R¥ deviation from zero

[Post hoc. Compute achieved power = given o, sample size, and effect size

Input Parameters
| Determine => Effect size
& &rr prob
Total sample size

Number of predictors

015
0.0%
100
2

Qutput Parameters
Nencentrality parameter
Critical F
Numerasor df
Deneminator af

Power (1-§ err prob)

Calculate Effect size P ?

@ From correlation coefficient

Squared multiple correlation p?* 05

From predictor correlations

l

Calculate and transfer to main window ]

YOU GET:
[ ]
e  (Critical F
[ ]
[ )
e Power

Non-centrality parameter A

Numerator Degrees of freedom
Denominator Degrees of freedom

GPOWER PROGRAM2.DOCX 11/6/2012
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File Edit View Tests Calculator Help

Power (1-§ err prob)

Central and noncentral distributions | Protocol of power analyses
critical F = 3.09019
0.8
0.6
0.4
0.2
A
a Mol T T T S mmmmm
1] 5 10 15 20
Test family Statistical test
{F tests vl ILlnear multiple regression: Fixed model, R* deviation from zero -
Type of power analysis
{mc hoc: Compute achieved power = given o, sample size, and effect size -
Input Parameters. Output Parameters
Effect size f2 015 Noncentrality parameter A 15.0000000
o err prob 0.05 Critical F 3.0901867
Total sample size 100 Numerator df 2
Number of predictors 2 Denominator df 97
09371108

X-Y plot for a range of values

I Calculate

© Antonio Olmos, 2012

This is the power
estimate you get given

the input parameters

you provided

TO ESTIMATE SAMPLE SIZE FOR THE MULTIPLE REGRESSION:

e Tests (main menu) =» Correlation = linear multiple regression: Fixed model, R” deviation from zero

e  Switch to A priori mode

e  Effect size (in Cohen’s terms; i.e., we can use small (r = 0.1), medium (r = 0.3) or large (r = 0.5) effect
size). NOTE, READ: IMPORTANT NOTE FOR REGRESSION ESTIMATES (above).

e Alpha
e Power

e Number of predictors (i.e., number of IV’s in your model)

e Edit View Tests Calculator Help

Cemtral and nancentral distributions | protocol of power analyses |

Test family Statistical test
‘i tests vl |um:|r multiple regression: Fixed model, R? deviation from zero v‘
Type of power analysis

(A psiork: Compule cequiced sample size—given o, powsr; ind effect size

Input Parameters Output Parameters
Eftect size 12 015 Noncentrality parameter &
o err prob 0.05 Critical F
Power (1-§ err prob) 0.95 Numerator df
Number of predictors 2 Denominator df

Total sample size

Actual power

3 R RO R B

GPOWER PROGRAM2.DOCX 11/6/2012
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YOU GET:

e Non-centrality parameter A

e  (Critical F

e  Numerator Degrees of freedom

e Denominator Degrees of freedom
e Total sample size

Actual Power

File Edit View Tests Calculstor Help
Centrai and nancentral distributions | Protocal of power analyses |

eritical F = 2.6835

Statistical test
[Linear multiple regression: Fixed model, &% deviation from zero -

Test family

e

Type of power analysis
[Aarbwi- ‘Compute required sample size - given o, power, and effect size |

Output Parameters
Noncentrality parameter A

Input Parameters.

Determing =3

Effect size 2 0.15 17.8500000

o efr prob 0.05 Critical F 26834991
Power (1-B err prob) 0.95 Numerator df 3
Number of predictors 3 Denominator df 1s
Toral sample size e

Actual power 0.9509602

X-Y plot for a range of values |I Calculate |

This is the sample size
estimate you get given

the input parameters

you provided

POWER FOR MULTIPLE REGRESSION (INDIVIDUAL VARIABLES)

This is for the case when we want to estimate the power of an individual independent variable in the
regression model. In this case, we need to find semi-partial correlations. We'll review next week what

partial and semi-partial correlations mean.

TO ESTIMATE POWER FOR THE MULTIPLE REGRESSION CASE (INDIVIDUAL

VARIABLES):

e Tests (main menu) =» Correlation = linear multiple regression: Fixed model, single regression

coefficient
e Switch to Post hoc mode

e  Figure out if you want to calculate power based on either one- or two-tails

e Effectsize (f)

NOTE: to estimate effect size you need to remember that we have to use semi-partial correlations. Using
the “Determine” option, you need to provide the following info:

GPOWER PROGRAM2.DOCX 11/6/2012
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q q g - 2
S o ara e Variance explained by predictor (i.e., sr)
Variance explained by predictor h
. . g 2
Residual variance 1 e Residual variance (i.e., 1 —R") OR
Direct

Partial R? 05 — e Partial R2
Effect size f2 ?

[ Calculate and transfer to main window |

Close

e Alpha
e Total sample size
e Number of predictors (i.e., IV’s)

GPower 313
File Edit View Tests Calculator Help
Central and noncentral distributions ‘)p,mnmmqmmﬁi

Test family Statistical test
Ll tests 'j lunuf multiple regression: Fixed model, single regression coefficient - |
Type of power analysis
{l’on hoc: Compute achieved power - given o, sample size, and effect size b |
Input Parameters Qutput Parameters.
Tail(s) | - Noncentrality parameter & ?
Determine=> | Effectsize 01111111 Critieal t ?
o err prob 0.05 of ?
Toral sample size 100 Power (1-B err prob) ?
Number of predictors 2
| %-vpiotforarangeofvaies | [ calculate |

YOU GET:
e Non-centrality parameter A

e  (Critical t
e Degrees of freedom
e Power

GPOWER PROGRAM2.DOCX 11/6/2012
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File Edit View Tests Calculator Help

Central and noncentral distributions | Protocol of power analyses

critical t =1.98472

Test family Statistical test

[lnes!s = lu‘nur multiple regression: Fixed model, single regression coefficient -

This is the power

Type of power analysis
{Pﬂn noc: Compute achieved power - given &, sample size, and effect size -

estimate you get given
the input parameters

Input QOutput Parameters.

Tails) |Two_____ | Noncentrality parameter § 33333332 .
Determine =3 Effect size USERERRE] Critical t 1.9847232 you prowded
o err prob 0.05 of 97
Total sample size 100 Power (1-B err prob) 0.9099081
Number of predictors 2

X-¥ plot for a range of values ] [ Calculate

TO ESTIMATE SAMPLE SIZE FOR THE MULTIPLE REGRESSION CASE SINGLE
REGRESSION COEFFICIENT:

Tests (main menu) =» Correlation =» linear multiple regression: Fixed model, single regression
coefficient

Switch to A priori mode

Figure out if you want to calculate power based on either one- or two-tails

Effect size (f) (see note above)

Alpha

Power

Number of predictors

GPOWER PROGRAM2.DOCX 11/6/2012
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File Edit View Tests Calculator Help

Central and noncentral distributions | Protocol of power analyses

Test family Statistical test
{l rests +| | Linear multiple regression: Fixed model, single regression coefficient - |

Type of power analysis
[A jpriori: Compute required sample size - given o, power, and effect size v|

Input Parameters Output Parameters

Tailis) | Twe. -7 Moncentrality parameter & ?
freciszn 01T creals E

aerr prob 0.05 ot 7
Power (1-B err prob) 0.95 Total sample size ?
Number of predictors 2 Actual power [

X-¥ plot for a range of values Calculate

© Antonio Olmos, 2012

YOU GET:

e Non-centrality parameter A
e  Critical t

e Degrees of freedom

e Total sample size

e  Actual Power

File Edit View Tests Calculator Help
Central and noncentral distributions | protocol of power analyses |

critical t =1.98063

Test family Statistical test

‘ Rrests - [unw multiple regression: Fixed model, single regression coefficient ']
Type of power analysis

‘apnorl: Compute required sample size - given o, power, and effect size -]
Input Parameters = Output Parameters

Taiis) [iwe - Noncentrality parameter & 36362372
Effectsize £ 01111111 Critical t 1.9806260

o err prob. 0.05 of 116
Pouier (1-B err prob) 0.95 Total sample size 1n9
Number of predictors 2 Actual power 0.9501188

[7' X-¥ plot for a range a?n’lue:j Calculate

This is the sample size
estimate you get given
the input parameters
you provided

GPOWER PROGRAM2.DOCX 11/6/2012

18



